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Abstract  This paper considers various issues regarding seasonality in Australian macroeconomic time $eTies,
emphasizing the toles of unit roots and the selection of differencing fillers. Many cconomic time series exhibit seasonal
fluctuations and the nature of the seasonality, namely deterministic or stochastic, is distinguished. Although the effects of
unit roots in time series have been well documented in the tterature, the existence and implications of seasonal unit roots
cannot be neglected in any serious econometric study. Hence, the consequences of seasonal unit roots and the importance
of correct variabie transformation are analysed. A brief survey of existing hypothesis tests for seasonal unit roots arc
presented and the HEGY test for unit roots is applicd o various Australian economic time series. For certain variables, in
addition to unit roots at the usual zero frequency, it is found that the hypothesis of seasonal unit roots cannot be rejected,
0 that the selection of appropriate differencing filiers becomes paramount, In many magroeconomic tme series, the

commonly used first differencing filter is insufficient for the removal of scasonal unit Toots, and the resuitant bias in the
critical values of various tests remains if seasonal integration is not considered.

L INTRODUCTION

Seasonality has been an issue that has aitracted
considerable research interest n the modelling of
sconomic Lime series. A broad definition of seasonality s
given by Hylleberg (1992, p.4), whereby:

“Seasonality is the sysltematic, although not necessarily
regular, intra-year movement caused by changes of the
weather, the calendar, and timing of decisions, directly or
indirectly through the production and consumption
decisions made by the agents of the cconomy. These
decisions are influenced by the endowments, the
expectations and the preferences of the agents, and the
production fechniques avaiiable in the economy.”

Traditionally, the approach to econometric modelling of
seasonality has been to explicitly remove scasonal
fluctuations from the data. The belief was thatl seasonality
contaminates the data, adding irrelevant information  to
the data, Hence, a common procedure in practice has been
to seasonally adjust data using techniques such as the
Census X-11 procedure (see Hylleberg (1992, chapter %))

More recently, questions have been raised regarding the
underlying validity of the scasonal adjustment approach.
Many papers have argued thal modelling seasonality may
be beneficial for cconomic analysis and that the removai
of seasonality may be nonsensical,

Most aggregate economic time series exhibit seasonal
fluctuations. Instead of misspecifying the time series of a
variable through seasonal adjustments, modelling
seasonality has become a priority in its own right with the

study of periodic and simple harmonic moedels. Consider a
lime series of observed total supply of Gish of a particular
country. [t is reasonable to expect that this variable
exhibits seasonal fluctuations. Naturally, the suppty of fish
will be higher in seasons when the weather is favourable
for catches than in seasons when the weather presents
difficultics. Seasonal {luctuations in this series are
important as they accurately describe the variable. In this
case, it is meaningless in a study of equilibrium price and
quantity of seafood to consider the seasonally adjusted
data. By removing seasonal fuctuations, the data are
distosted, Any consequential economic studies based on
the seasonally adjusted data may be spurious.

There is another argument against seasonal adjustment of
time series. In the traditiomal Box-Jenkins approach to
time series analysis, a time series is the sum of four
independent components, namely a trend, cycle, seasonal
and an irregular componeni, Seasonal adjustment
mechanisms may be worthwhile only if the scasonal
componeni is orthogonal to the other three components.
Therefore, the crucial assumption underlying seasonal
adjustment procedures js that it is possible to separate
seasonalily from a dme series. It has been shown {e.g.
Franses (1694)) that the assumption that the seasonalk
component is orthogonal to the other components ol a
time series is highly questionable. Hence, when seasonally
adjusted data are used, in addition to the removal of a
large proportion of scasonal variations, some trend and
¢yclical variations, which are part of the dala generating
process of the variable, may also be removed.

There are numerous methods for modelling seasonality in
cconometrics. In this paper, the focus is on seasonal



integration, which is an application of the exisling
literature on unit root testing (o seasonal time series. The
purpose of this paper is to examine the nature of the
scasonality that is inherent In varicus Australian economic
time series, and to test for the presence of scasonal unit
roots. In particuar, whether seasonality is deterministic or
stochastic, and the appropriate treatment for sensible
econometric analysis, will be emphasised,

The plan of the paper is as follows. In section 2,
seasonality in several Australian economic time series is
explained with the ald of simple ausiliary regressions.
Section 3 presents a discussion on seasonal unit roots and
the importance of unit root testing. Selected economic
ruriables are subjected to formal tests of seasonal unit
roots, as well as unit roots in the zero frequency. The
appropriate selection of differencing filters is addressed in
section 4, which is followed by some concluding remarks
in section 3

2. SEASONALITY IN ECOMNOMIC TIME SERIES

It is wselul to discuss varlous empirical regularities
regarding seasonality in cconomic variables. The first is
that seasonality constitutes a high proportion of (he
varigtion in many scenomic Ume series. Second, seasonal
Nuctuations do not tend to remain constant over tme.
Third, seasonal fluctuations are not always independent of
the trend and cyclical behaviour of time series. All three
ol these regularities suggest that modelling seasonality js
worthwhile, Franses (1994) provides a valuable discussion
and presents some empirical evidence to support these
regularities.

For the empirical research in this paper, guarterly data are
used. it is common for analyses of seasonality to consider
quarierly data beeause many macroeconomic data are
observed  guarierly.  Ausiralian d'a'{a for iotal exports
(198001 w0 199304), wotal imports (1983001 to 199304),
expenditure-based Gross Domestic Product (196001 ©
1993034), retail trade twrnover (1965Q1 o 199304), 1oal
unemployed  persons (197807 o 199304), and
manufacturers’ actual sales for clothing and footwear
(197801 to 199304} are considercd. These variables are
chosen because they are important  macrosconomic
veriables that provide an indication of the state of the
elatively large amount

el

ceonomy, and also because of the s
of scasonal fluctuations they exhibit

tany proposed functional forms of variables are non-
fincar.  In this  paper, the natwal Ifogarithmic
transformation  is  applied i each variable. The
logarithmic  transformation  linearises  the function,
aliowing straightforward econometric analysis. Moreover.
the iogarithmic dilference of data approximates the
proportional growth rates of variables, which is useful for
many economic interpreiations.
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An informal method to test for seasonality jn tme series is
through the use of an auxiliary regression. The regression
equation is of the form

Ay =o+8,8) +8,5;, +8:5,, +u,.

where v is the variable under consideration, Ay, = (] -Lv,
= ¥~ Yo s the first difference of y,. L is the lag operator,
¢ 15 a constant term, and 5y, is a seasonal dunuay variable
that takes the value 1 in period (guarter) i and zerg
elsewhere. u, 1s assumed to be a stationary and invertible
ARMA process.

The dependent variable is the first difference of v,, which
is considered rather than the levels, in order to separate
the stechastic trend component from the series. It s
assumed that the first difference of y, effectively removes
the stochastic trend from the series, This assumption may
be unrealistic in the absence of formal unit root testing.
However, as the auxiliary regression is intended to be an

imformal test of seasonality, this procedure is adopted for
convenience,

The regression is performed for each of the variables for
their full sample as well as two subset sample sizes, each
wilh an approximately equal number of obscrvations.
Considering  split samples allows an examination of
whether seasonal fluctuations change over time.

The regression resuits for the estimates of the parameters
. P . )

i the auxiliary regression, and the R values, are
presented in Table 1 {see appendix).

The results Trom the auxiliary regressions suggest that the
series exhibit substantial %eaﬂcmai fluctuations. The R*
values provide an indication of the extent to which
variations around the mean values of the three seasonal
dumnmy variables affect movemesnts of y, around its mean.
Once the trend is removed from the serjes, the R* values
for the entire sample for each variable indicate that
scasonality accounts from a low of 16 percent to a high of
98 pcrccm of the variations in the variables. For the split
samples of Gi}P retail trade turnover and manufacturers’

sales, Lthe R” values all exceed 70 nercent

P P

iagnostic tests for spherical disturbances indicate that
the residuals of the auxiliary regressions are serially
correlated and, as the -ratios will tend 1o be biased {with
the direction of bias being dependent on the pature of the
serial correlation), the estimated t-ratios are not reporied.
The estimated coefficients for the seasonal dummy
variables for the full and sub-samples are similar. Por
example, the estimated coefficient for the first seasonal
dummy variable for GDP for the full sample is -0.2583,
and for the sub-samples they are -0.2640 and -0.2521.
This suggests that, for the variables considered, the
paticrn of seasonality has  remained fairly constant



throughout the entire sample.

Based on these results, the economic variables seem (o
exhibit substantial seasonal {luctuations. Following this
identification stage, the nature of the seasonality should
be examined in more detail, Seasonality in ime series can
be categorised into two broad types, namely deterministic
and stochastic seasonality. The econometric treatment for
different types of seasonality is dependent on the nature of
the seasonality.

Deterministic seasonality in time serics assumes that the
data generating process for the variable y, is

yom o+ B8 + BiSy + BiSy.

Processes such as this are purely deterministic and can be
perfectly forecast. The appropriate treatment, in a
regression  context, for varighles  with  delerministic
seasonality is to include seasonal dummy variables in a
regression model. The absence of seasonal dummy
variables will lead to model misspecification and o the
standard problems associated with exciusion of relevant
variahies.

Stochastic seasonality can he further sub-divided into
stationary and integrated scasonal  processes  {see
Hylleberg et al. (1990)). The analysis of stationary
scasonal processes is standard, whereby the t-ratios are
distributed according Lo the t-distribulion. An integrated
seasonal process is a process that has unit roots in the
seasonal frequencies, Differencing filters are required for
seasonally integrated processes. To distinguish between
these two types of stochastic seasonality, formal tests must
be conducted.

3. UNIT ROOT ANALYSIES

A time series s characterised by a unit root il the true
value of its first lagoed dependent variable is unity. Unit
root processes  (or {1y processes) require st
differencing of the variable for stationarity. In the absence
of the appropriate variable transformation, a unit root
may bias the critical values of t-tests, leading to hiased
inferences regarding the statistical significance of certain
variables in a regression model. For valid inferences and
interpretations, il is important to test for unit roots and o
accommodate them accordingly.

The most commonky used test for unit roots (at the zexo
frequency} is the Dickey-Fuller (DF) test. The DF
regression for a variable y, is

Ay, =+ ﬁ)’r:»—} + .

The null hypothesis is that y, is non-stalicnary {namely,
{1} or higher), and the alternative hypothesis is that y,is

stationary, namely [{0). The test statistic is the t-ratio of

the OLS estimaie of [ and the non-standard critical
values {which change when a deterministic time trend is
included in the regression) are simulated. Lagged values
of the dependent variable are usually included in the
regrassion to eliminate serial correlation in the error W,
which leads to the Augmented Dickey-Fuller (ADF) test,
based on the regression

3
Ay, =y + By 4'25‘;&}'14 g,
il

where J is the number of lags of the dependent vartable. If
a unit root is detected, the first differencing filter (1-L) is
applied o v, to eliminate the stochastic wend from the
series. In a regression coniexl, after differencing,
regression models can be estimated by OLS and t-tests
will follow the standard t-distribution.

Only tecently have econometricians seriously considered
the possibility and implications of seasonal unit roots. A
seasopnal unit root is a unit root at the seasonal frequencies
of a series. With seasonal unit roots, seasonal differencing
is used, namely the application of the hlier (1-LY for
guarterly data and (1 L' for monthly data. The presence
of a zero frequency unit root implies that any shock to the
series has a permanent effect on the level of the series.
With a seasonal unit rooi, a shock to the series has a
permanent effect on the underlying seasonal patiern of the
SETies.

Two issues that follow the discussion of seasonal unit
roots are efficient methods for testing for scasonal unit
roots and the distinction between deterministic  and
stochastic seasonality. Various procedures for testing for
seasonal unit roois have been developed. A natural
extension of the Dickey-Fuller test is the method proposed
by Dickey, Hasza and Fuller (DHF). This is based on a
regression of the form

(1-L ¥ =Py . +E,,

where $=2,4,12 is the frequency of the data; for example
s = 2 when semi-annual data are used, As with the ADF
test, the test statistic is the t-ratio of the estimate of .
The null hypothesis is non-stationarity, and the alternative
hypothesis is that y, does not have a seasonal unit root.
This regression can be augmented by lagged values of the
dependent variable to eliminate serial correlation, which
may bias the calculated L-statistics. The critical values are
provided in DHE (1984).

There is, however, one limitation with the DHF
procedure. The DHF procedure only tests for seasonal
unit roots in general, and cannot distinguish between
various types of seasonal unit roots, for example, annual
or semiannual unit Foots,



A more flexibie test for seasonal unit roots is the HEGY
test proposed by Hylleberg et al. (1990). This test was
derived specifically for quarterly observed data but, since
its introduction, an extension has bheen made to the
monthly case by Franses (1990} and Beaulicu and Miron

{15905

Three versions of the HEGY test are considered in this
paper. They differ by the number of deterministic
regressors and are classified ag follows:

a, =a+ b, + Ryc +nyd, F e, g, (H
g =UHOU+FRD R mae, +d, e, b g, {23

C =S Y Sy +Y8,, + 748y +1yb, T

+rtad, + e, e,

where s a deterministic time wend, Sy, S5, and S
seasonal dummy variables, and

il drg

a?x{i"l—‘hg}}"b
bo={1+L+L°+L L }y(;.

o=l -L+L"-L" Yl

(B Ny,

[
il

¢ = -(1-L )y, and

. ok N
gy asan il (0, oy ) eror term.

As with the Dickey-Fuller test, deterministic terms o
included in the HEGY test. If the error term ¢, is serially
vorrelated, lagged values of the Lepeﬁdem variable {a.,
J= 1.0, where T iz the lag length of the HEGY test) are
included in the HEGY regression.

The first equation, (1), is the basic HEGY regression. A

deterministic time trend i included in the second
equation, {2), and a further three scasonal dummy

variables are included in eguation (3).

To motivate the null and aliernative hypotheses of the
HEGY test, consider the seasonal differcncing filier
(LY = G-LG+D(+LY = LI+ Ly AL T,
where i s a complex number. This implies that the
seasonal difference qumtor assumes four unit roots of
length | on the unitcircle. The roots are 1, -1, 1 and i,
where the first root is the usual zero frequency rout and
the other three arc scasonal unit roots. The root -l
corresponds fo unit roots at 1/2 eyele per quarter or 2
cycles per vear {semi-annual unit roots), and the roots
tand -1 correspond (o unit roots at 1/4 cycle per quarter
or ome cyele per vear (snnual unit roots) .

e 58—

The HEGY hypotheses are formalised as follow:

;)HUI ) =0
Hy:my <0

D Ey i m, =0

Hy:m, <0

Hp:my=m, =0

Hicmy=0and/ormy, #

The first and second hypotheses are tested using a t-test
wiiile an F test is used 10 test the third hypothasis. If the
first hypothesis Is not rejected, there is a nonseasonal or
zero frequency unit rootl in the series. In the second
HEGY hypothesis, 2 non-rejection of the null hypothesis
indicates the presence of a semiannual wnit roof,
Semiannual unit roots imply that any shocks to the
variable will lead to permanent changes in the scasonal
pattern of the variable at the semiannual level. A non-
rejection of the third HEGY null hypothesis implies that
the series has a unit rool in the annual frequency. With
annual unit roots, a shock to the variable will permanently
change the seasonal pattern of the variable at the annusl
or yearly level. A rejection of the three null hypotheses
anplies that the series has no nonseasonal, semiannual and
annual unit roots, respectively, for quarterly observed
data.

The critical values !‘m' the HEGY test (tabulated in
Hylleberg et al. 19903, like the ADF and DHF tests, are
non-standard and ﬂccd to be simulated. The critical values
for the first two sets of hypotheses are negative, For the
three HEGY (ests {;onsidcred in this paper, at the 5%
level of significance, the t eritical values range from -1.7
10 -3.7, while the 11 critival values for the joint test range
fromr 3.0 w0 6.6, As the number of deterministic
explanatory variables in the HEQY regression and  the
sample size both change, the critical values change.

The procedure for the lesting of unit roots and the
selection of the appropriate lag length undertaken in this
paper is as follows. A relatively high number of lagged
terms of the dependent variable is included in each HEGY

regression, When diagnostic test results indicate the
absence  of serial  correlation, lagged terms of the

dependent variable are sequentially deleted (o the point
when the residuals are approximately white noise. The
advantage of considering three HEGY equations (where
(1) and {2) are nested in (3)) iz that the mpature of

seasonality, namely deterministic or stochastic, can be
considered  and  distinguished  simullanecusly. If the

calculated t-values for the estimated ¢ coefficients are
markedly different between (1) and (2), it can be inferred
that (T} i3 misspecified and hence (2) is used to test for
seasonal unit roots. Simiiarly the inclusion of seasonal
dummy variables in (3) serves as  an indirect test of



whether there are any seasonal unit roots over and above
deterministic seasonality in the time series. Again, if the
caloulated t-ratios in (3} are markedly different from those
in (2), it is tikely that (2) is underspecified. Beauliew and
Miron (19933 used the most general form aof the HEGY
regression, namely (3), and stated that seasonal dummy
varizbles are included in their siudy because the loss of
power from their unnecessary inclusion is insignificant
compared with the bias arising (rom their incorrect
OMiSsion.

The results of the three versions of the HEGY test,
performed on the selected variables, are presented in the

following tables.

Seasenal integration test results;
{Note: * indicates significant at 5%)

Total Exports:

HEGY test Lagsin Hye Hye My
based on | regression | =0 n,=0 § =1 =0
(1) 8 -3.640% § -2.358% 1.545
{2} B 22,356 | -2.419F 1715
{3) 8 -2.468 -2.286 3.096

Tetal Imports:
HECY test Lags in Hy Hye Hy:
based on regression | ®, =0 T, =0 =, =0
(1) 8 -2.722 ] 0913 4.423%
(2} § -2.970 | -1.003 5.340%
(3 9 -1799 | <2391 12.652%

MNominal GDP:

HEGY test Lagsin Hy: He Hy:
based on regression 7, =0 n, =0 T, =7, =0
(1) 5 -3.271F -0.445 (.371
(2) 5 -1.827 -0.460 (.379

(33 2 -1.469 | -3.874% 17.929*

Number unemployed:

HEGY fest l.ags in Hpy Hy: H:

hased on regression T, =10 m, = M=y =0
(1) 2 -1.799 -1.514 3.805%
(D 2 -3.134 -1.590 3.357*
(3) ¢ “2.775 | -3.762F 01.033%

Retail trade turnover:

HEGY test Lagsin Hr e Hy:
based on | regression | ® =0 w, =0 M= 7, =
i i1 -2.657 -0,190 0.039
3] i1 0.217 -0.186 0.033

(3} 0 0.054 | -5.804* 32.417*

Manufacturers’ sales (clothing and footwear):

HEGY test Lagsin e Hy: Hy:
based on regression 7T, = { T, = My=n, =0
(13 i -1.227 | -2.808* 1.159
(2) 1 -2.155 -2.657* 1.108

(3 ¢ -1.713 1 -4.552* 20.705%
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The results of the HEGY tests are summarised as follows.
For total exports, using (1), there 1s no zero frequency (it
roal, no semiannual unit root, but there s an annual unit
root. Using (2}, there is a zero [requency unil roof, no
semjannual unit root, and an annual unit reot. The HEGY
test based on (3) suggests that, in addition to the zero
frequency and anpual unit roots, there is also a semiannual
unit ool Por total imports, all three versions of the
HEGY test yield consistent results, namely that imports
have @ zero frequency unit rool, a semiannual it root,
bat no annual upit ool With Australia’s GDP, the results
based on {1) indicate that there is no zero frequency unit
root, but there are semiannual and annual unit roots. As
for {2), all three unit roots exist. The test results using (3)
indicate that there is a zero frequency unit root but no
seasonal unit roots. The total unemployed series has
consistent unit root results based on (1) and {2); there are
non-seasonal and semiannual unit roots, but no annual unit
root. With (3), however, the test rejecied the hypothesis of
semiannual unit roots. For retail trade turnover, tests
based or (13 and {2) vield similar results in that there s a
unit root in all the frequencies. Bquation (3) mdicates that
there s # zero freguency unil root bul no seasonal unit
roots. Finally, for manufacturers’ sales for clothing and
footwear, the HEGY test based on (1) and (2} indicates
that there is a zero frequency unit rool, no semiannual unit
roct, and an apparent annual unit root. Test results based
on (3} indicate that there is a zero frequency unit root but
no seasonal unit roots.

4. DIFFERENCING FILTER SELECTION

The selection of the appropriate differencing filters should
he conditional on the results of the unit root tlests.
However, three versions of the HEGY lest were
considered and, for many variables, the resulis of unit root
testing differ with the inclusion of a time trend and
scasonal  dummy  variables. For  the analysis  of
differencing filters, the results of the third HEGY test (3},
namely, the test which includes a constant, a time trend
and three seasonal dummy variables, are considered.
Except for ane of the series (total imports), where all threc
versions of the HEGY test yield consistent results, the
other variables have various types of unil roots when
tested using different versions of the HEGY test. In this
case, the HEGY test stalistics are sensitive o the addition
of deterministic terms and, hence, the omission of these
deterministic terms is not sensible. Therefore, only the
results from the most general version of the HEGY test is
used for the determination of differencing filters.

For total exports, the appropriate differencing filter would
he (iwL‘;'}\ for total imports (1-L)}{31+1). and for GDP, total
unemployed, retail trade turnover, and manufacturers’
sales, (1-L} would be the most appropriate filter. The
results indicate that, of the six variables considered,
seasonal unil roots are present in two of them, namely the



two series that comprise the trade balance {total imports
and exports).

As for deterministic seasonality, the different calculated
HEGY statistics between HEGY regressions with and
without seasonal duminy variables suggest that the series
considered have deterministic seasonal components in
their data generating processes. For tolal imports and
cxports, there is stochastic seasonality in addition to
deterministic seasonality,

3, COMCLUSION

In this paper, several issues on seasonality in time series
were  discussed  in with  Australian
Macroeconomic time series data, Seascnal fluctuations
were shown to dominate the wvariations in economic
variables once the stochastic trend component is removed
from a time series. It was also found that the underlying
seasonal pattern has remained fairly constant for the entire
sample considered for the variables, The importance of
seasonal unit roots tesling was emphasised. All varishles
tsled have unil roots at the zero frequency. Tolal imports
and exports in Australia are seasonally integrated as well
as having the usual unit roots. For the remaining variabies,
namely nominal GDP, toal unemployed, retail (rade
twrnover, and  manufaclurers’  sales  (clothing  and
footwear), no seasonal unit rools were detected. This is
consistent with the fact that the scasonal patlern of these
varizbles has wot changed over the sample. Apart from
stochastic seasonality, it is likely that the variables also
contaln deterministic seasonal fuctuations. An application

connection

of the usual first differencing filter is Inappropriate
without prior testing for seasonal integration,
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APPENDIX,
Table 1: Auxiliary regression resulis

Variable Sample e & S. 5 3 ‘
Tow! B202.9304 nolod 0.0383 RIS SOELS -0.0279
Exports &2 T 0.1623 0.018% (L0154 00931 (L0315
B8O -9304 (0.34472 00578 ~0.0318 -0, 1160 -0.0243
Total B202-9304 (12489 RN RS (31463 00275 0.0917
Imports 82032-8704 713 -0.0377 {0.1498 30409 00645
BROI-9304 (3.436G7 -(L.0520 (.1446 0.0148 0.1189
MNotninal HO02-930 (.9426 0,123} -(1.2582 -0.0703 - 1269
[SIng BU2-T604 0.9378 .1334 -(1.2040) ~(1.0940 -0.1385
T -9304 (1.9649 01106 <0253 -0.0471 -0 157
Murmher TROQ2-9304 .4829 00613 L0258 {31468 -0.0207
unemployed TROI2-H504 (4428 0.0799 0661 -(Li575 (10528
HOLI-030) 0.6030 (.0427 00118 00301 00 s
Retald trade G332-93(34 (19844 01730 -(13374 RIRREE L1580
wrneyer 05(32-76034 0e81Y 1741 -0.3339 -0,i035 -L1563
TO-93004 34859 01758 -L3404 ~{).1246 -0.1597
Manufacturers' TRO2.0304 (.7585 -0.0634 <0283 01399 .2026
TROZ-B5004 08070 00739 BRI RY 0.1723 0.2307
sales BOO1-9304 (37351 -1.0529 0,044 0174 (3. 1746

Note: &, 81,8, and &, are the OLS estimates of the constant term

and the three seasonal dammy variables in the auxiliary regression.
Diagnostic test results are not reported because the inlerest is on

goodness of il and the point estimates of the parameters.



